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[(P1) Types of specifications] For each of the (types of) properties below, state whether they
express safety or liveness, and explain why this is the case:

(1) a progress property;
(2) any invariant;
(3) the formula pUq (with p and q state formulas);
(4) a mutual exclusion property;
(5) a lack of starvation;
(6) a property describing fair execution paths.

[15%]

[(P2) LTL checking on transition systems] Consider the following transition system M over
the set of atomic propositions {a, b, c}:
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fulfilled:

(a) © a

(b) © © © a

(c) ! b

(d) ! ♦ a

(e) ! (b Ua)

(f) ♦ (a U b)

Exercise 5.2. Consider the transition system TS over the set of atomic propositions AP =
{ a, b, c }:

s1

{a}

s3

{b, c}

s2

{c}

s5

{a, b, c}

s4

{b}

Decide for each of the LTL formulae ϕi below, whether TS |= ϕi holds. Justify your answers! If
TS "|= ϕi, provide a path π ∈ Paths(TS) such that π "|= ϕi.

ϕ1 = ♦! c
ϕ2 = ! ♦ c
ϕ3 = © ¬c → © © c
ϕ4 = ! a
ϕ5 = a U ! (b ∨ c)
ϕ6 = (© © b)U (b ∨ c)

Exercise 5.3. Consider the sequential circuit in Figure 5.24 and let AP = { x, y, r1, r2 }. Provide
LTL formulae for the following properties:

r_1,r_2

x y

Figure 5.24: Circuit for Exercise 5.3.

For each LTL formula f below, decide whether Af (“for all computation paths, f”) holds for
M . When it does not, provide a path π in M on which π 6|= f .

(1) Ga
(2) FGc
(3) GFc
(4) (X¬c)→ XXc
(5) aUG(b ∨ c)

[15%]

[(P3) Complexity issues] Take the automata-based model checking algorithm based on a depth-
first search. Say that this algorithm is run to check whether a system modelled as a Kripke
structure M violates a temporal property f .

State the (worst-case) time complexity of the model checking algorithm in terms of the
size of M (e.g. the number of states in the state space) and that of f (i.e. the number of atomic
propositions used in the formula).

You do not need to include a detailed calculation, but should reach clear conclusions with
regard to complexity classes (e.g. the algorithm is linear in the size of [..], exponential in the size
of [..]). Explain any statement you make.

[15%]
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[(P4) New temporal operators] Take two LTL formulae f and g, and informal descriptions
for three new temporal operators:

“At next”: fNg. At the next time where g holds, f also holds.
“While”: fWg. f holds at least as long as g holds.
“Before”: fBg. If g holds sometime, f does so at all times before that.

Formalize each operator by providing (i) an LTL formula (using classical LTL operators), or (ii) an
induction rule defining when each formula holds on a path π.

[15%]

[(P5) Equivalences of LTL formulas] Which of the following equivalences is correct? Ei-
ther prove each equivalence or provide a counterexample. If you need to use other known LTL
equivalences in a proof, prove those also; otherwise, simply use the LTL induction rules.

(1) (FGf1) ∧ (FGf2) ⇔ F(Gf1 ∧Gf2)
(2) (fUg)Ug ⇔ fUg

[15%]

[(P6) Partial-order reduction] Take the transition system M below, left, where the set of
atomic propositions is simply AP = {a}, and the transitions are labelled.

(M)

Name: Student no.: 5

Question 4 (Partial–Order Reduction) (3 + 1 + 2 + 2 points)

Let T be the following transition system over the set L = {α, β, γ, δ} of transition labels and
the set B = {a} of state properties:

a

¬a a

¬a

s0

s1 s2

s3

α

βγ

β

δ

α

γ

(a) Determine all pairs of independent transitions in L.

(b) Determine all invisible transitions in L.

(c) Now consider the following reduced system T ′:

a

a

¬a

s0

s2

s3

β

α

γ

Show that T and T ′ are not stuttering equivalent.

(d) Which of the conditions C1–C4 is violated if ample sets are chosen as suggested by T ′?
Please justify your answer.

Solution

(a) Independence relation (symmetric):

α β γ δ
α −(1) +(2) +(3) −(4)
β −(1) +(5) +(3)
γ −(1) +(3)
δ −(1)

(1) indepence is irreflexive

(2) α, β ∈ Enabled(s0) (only), α ∈ Enabled(β(s0)︸ ︷︷ ︸
=s2

), β ∈ Enabled(α(s0)︸ ︷︷ ︸
=s1

),

α(β(s0)) = s3 = β(α(s0))

(3) never both are enabled

(Mreduced)

Name: Student no.: 5

Question 4 (Partial–Order Reduction) (3 + 1 + 2 + 2 points)

Let T be the following transition system over the set L = {α, β, γ, δ} of transition labels and
the set B = {a} of state properties:

a

¬a a

¬a

s0

s1 s2

s3

α

βγ

β

δ

α

γ

(a) Determine all pairs of independent transitions in L.

(b) Determine all invisible transitions in L.

(c) Now consider the following reduced system T ′:

a

a

¬a

s0

s2

s3

β

α

γ

Show that T and T ′ are not stuttering equivalent.

(d) Which of the conditions C1–C4 is violated if ample sets are chosen as suggested by T ′?
Please justify your answer.

Solution

(a) Independence relation (symmetric):

α β γ δ
α −(1) +(2) +(3) −(4)
β −(1) +(5) +(3)
γ −(1) +(3)
δ −(1)

(1) indepence is irreflexive

(2) α, β ∈ Enabled(s0) (only), α ∈ Enabled(β(s0)︸ ︷︷ ︸
=s2

), β ∈ Enabled(α(s0)︸ ︷︷ ︸
=s1

),

α(β(s0)) = s3 = β(α(s0))

(3) never both are enabled

(1) Determine all pairs of independent transitions.
(2) Determine all invisible transitions.
(3) Consider the reduced system Mreduced above, right. Show that M and Mreduced are not

stuttering equivalent. Which condition is violated if the ample sets are chosen as in this
reduced system?

[15%]

[(P7) Liveness as ω-runs] The LTL induction rules tell whether an execution path π satisfies
a temporal formula f , i.e. π |= f . We also linked execution paths to the concept of ω-runs; thus,
you may also write w |= f to state that an (in)finite word w over a set of atomic propositions AP
satisfies f . We now define a liveness property more formally than before:

Definition (liveness). A temporal property f is called a liveness property if and only if for
any finite word w ∈ (2AP )∗ there exists an infinite word v ∈ (2AP )ω so that w · v |= f , i.e., w
concatenated with v satisfies f .

Intuitively, this states facts you already know about liveness properties: that it is impossible to
tell whether a liveness property holds by only looking at a finite run; also, that all counterexamples
to liveness properties are infinite.

Take any two temporal liveness properties f1 and f2. Using this new definition, prove or
disprove that:

• f1 ∨ f2 is also a liveness property;
• f1 ∧ f2 is also a liveness property.

[10%]


